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Examples



Motivation

• research	on	the	core	problems	of	NLU
• domain	adaptation	and	cross-domain	transfer	learning
• General	purpose	feature	extractors	(In	other	ML	task	not	NLU)
• Multi-NLI	:

• 10	different	genres	of	written	and	spoken	English
• 5	genres	in	training	data
• 10	genres	in	dev/test	data



Data	Collection

• maximally	diverse	and	roughly	
represent	the	full	range	of	American	
English
• nine	sources	from	Open	American	
National	Corpus	(OANC)	balancing		
across	genres
• minimal	preprocessing
• SNLI	can	be	appended	and	treated	
as	an	unusually	large	additional	
CAPTIONS	genre

• In-person	conversations	
(FACE-TO-FACE);
• government	websites	
(GOVERNMENT);
• letters	from Philanthropic	
Fundraising	(LETTERS);	
• Terrorist	Attacks(9/11);
• Oxford	University	Press	(OUP)
• Slate	Magazine	(SLATE)
• …



Data	Collection

• selecting	a	premise	sentence	from	a	
preexisting	text	source	and	asking	a	
human	annotator	to	compose	a	novel	
sentence	to	pair	with	it	as	a	hypothesis
• Hybrid	(gethybrid.io)	387	annotators
• additional	round	of	annotation	(Each	
pair	is	relabeled	by	four	workers)
• label	one	percent	on	the	validation	
examples	and	offer	a	$1	if	match

• Write	one	sentence	that	is	
definitely	correct	about	the	
situation	or	event	in	the	line.
• Writeone sentence	that	might	
be	correct about	the	situation	
or	event	in	the	line.
• Write	one	sentence	that	is	
definitely	incorrect	about	the	
situation	or	event	in	the	line.



Data	Collection

• MultiNLI are	about	as	reliable	as	
those	included	in	SNLI,	despite	
MultiNLI’s more	diverse	text	
contents.



Corpus	Result

• freely	available	at	
nyu.edu/projects/bowman/multinli
• modified	and	redistributed
• released	under	the	OANC’s	license



Corpus	Result



Baseline

• Model
• simple	continuous	bag	of	words	
(CBOW)
• averaging	the	states	of	a	
bidirectional	LSTM	RNN	(BiLSTM)
• Chen	et	al.’s	Enhanced	Sequential	
Inference	Model	(ESIM)



Baseline	Results

• Model	Input
• Full	Multi-NLI	+	15%	SNLI	
(randomly)
• Word	Embedding	(300d	GloVe)	=>		
representations	for	each	sentence	
• premise	and	hypothesis,	their	
difference,	and	their	element-wise	
product	(first	2	model)



Discussion	and	Analysis

• SNLI	- dependent	on	the	
concreteness	of	image	
descriptions
• Multi-NLI	- design	prompts	for	
abstract	genres

• a	boat	sank	in	the	Pacific	Ocean
• a	boat	sank	in	the	Atlantic	Ocean



Discussion	and	Analysis

• Difficulty
• increase	diversity	of	linguistic	
phenomena
• longer	average	sentence	length

• No	help	when	add	15%	SNLI



Discussion	and	Analysis
• Penn	Treebank	(PTB)	part-of-
speech	tag	set	automatically	isolate	
sentences	containing	a	range	of	
easily-identified	phenomena	like	
comparatives
• contain	negation	are	more	likely	to	
be	labeled	CONTRADICTION
• long	sentences	are	more	likely	to	
be	labeled	ENTAILMENT.
• on	discourse	markers,	such	as	
despite	and	however,	losing	
roughly	2	to	3	points
• ESIM	model	performs	on	sentences	
with	greater	than	20	words



Conclusion

• NLI	makes	it	easy	to	judge	NLU
• A	new	dataset	that	offers	dramatically	greater	linguistic	difficulty	and	
diversity
• Multi-NLI	has	a	lot	of	headroom	remaining	for	future	work



Thanks	and	Q&A.


