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Task

• semantic role labeling (SRL)
• recover the predicate-argument structure of a sentence, to determine 

essentially “who did what to whom”,“when”, and “where”



Model (RNN)
Deep BiLSTM Model

𝑙	for	layer	indexes

t	for	timesteps



Model (RNN)
Highway Connections, Zhang et al., 2016; 
Srivastava et al., 2015 



Model (RNN)
Recurrent Dropout, Gal and Ghahramani
(2016) 



Model (A∗)

A* 搜索算法

𝑓 𝑛 = 𝑔 𝑛 + ℎ∗(𝑛)

启发式搜索算法



Model (A∗)
𝑓 𝑛 = 𝑔 𝑛 + ℎ∗ 𝑛

𝐴∗𝑐𝑜𝑠𝑡(𝑤, 𝑦C:E) = 𝑓 𝑤, 𝑦C:E + 𝑔(𝑤, 𝑦C:E)

BIO Constraints

• Such as 𝐵GHIJ followed by 𝐼GHICis illegal

SRL Constraints (not use in PoE)

• Core roles (A0-A5) appear once

• Continueation role exist only when its
base role realized before it

• Reference role. Same as above.(not use)

Syntactic Constraints 
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Predicate Identification (PI)

• bidirectional LSTM then softmax

• maximize the likelihood of the gold labels 



Experiments Setting

• 8 LSTM layers (4 BiLSTM layers)
• word tokens (lower-cased) initialized with 100-dimensional GloVe

embeddings (updated during trainning)
• Ensembling with 5-folds



Results on CoNLL 2005



Results on CoNLL 2012



Trainning

• No highway

• No dropout

• And no orthogonal initialization



End-to-end Results



Analysis

• What is the model good at and what kinds of mistakes 
does it make?
• How well do LSTMs model global structural consistency, 

despite conditionally independent tagging decisions?
• Is our model implicitly learning syntax, and could 

explicitly modeling syntax still help?



Error Types Breakdown 



Label Confusion 

• The model of- ten confuses ARG2 
with AM-DIR, AM-LOC and AM-
MNR. These confusions can arise 
due to the use of ARG2 in many 
verb frames to represent semantic 
relations such as direction or 
location. 

• For example, ARG2 in the frame 
move.01 is defined as Arg2-GOL: 
destination. 



Attachment Mistakes 

Sumitomo financed the acquisition from Sears 

ARG2
Sumitomo financed the acquisition from Sears 

ARG2(gold)



Long-range Dependencies 

• neural model performance deteriorates less 
severely on long-range dependencies than 
traditional syntax-based models. 



BIO Violations 

• Using BIO-constrained decoding can resolve 
ambiguity and result in a structurally consistent 
solution. 



SRL Structure Violations 



Can Syntax Still Help SRL? 

• if the decoded sequence contains k 
arguments that do not match any 
unlabeled syntactic constituent, it will 
receive a penalty of 𝑘𝐶, where 𝐶 is a 
single parameter dictating how much 
the model should trust the provided 
syntax.

• C = 10000 on CoNLL 2005 and C = 20 
on CoNLL 2012 



Thanks and Q&A.


